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Abstract—In this paper we study the on-line system identifica-
tion process and the proportional-integral-derivative (PID) tuning
of a buck converter. The system identification process was per-
formed using a recursive least squares algorithm. The estimation
error and parameter error were generated to demonstrate that
the system was converging to its true parameters. The estimation
error shows an absolute value of approximately 1× 10−5 in less
that 10ms. All the parameters were effectively converging in less
that 100µs. Once the system was properly identified, an off-
line PID controller was designed to further implement it on the
adaptive loop. Three different techniques were used to satisfy
the requirements of the buck converter: phase and gain margin,
pole-zero cancellation and frequency loop shaping. Phase and gain
margin still prevails as the easiest method to design controllers.
Pole-zero cancellation is based on pole-placement and is fairly
easy to implement in order to obtain the gains of a PID controller.
However, although these controllers can be easily designed, they
do not provide the best response compared to the Frequency
Loop Shaping (FLS) technique in terms of frequency and time
responses.

Keywords—system identification, buck converter, PID controller,
frequency loop shaping.

I. INTRODUCTION

Buck converters, which are also known as power converters
or DC-DC converters, are electronic devices that change a
voltage from one level to another one at a high frequency.
The LM27402 is a synchronous DC-DC converter whose
switching frequency can vary in a range that goes from 200
kHz to 1.2 MHz [23]. It incorporates an input feed-forward
voltage that enables it to maintain stability for the entire input
voltage range. Some applications of the LM27402 buck con-
verter go from telecommunications, data-communications and
networking to distributed power architectures. Additionally,
they can be used for any general buck converter purposes
which may include Field Programmable Gate Arrays (FPGA)
and Application Specific Integrated Circuit (ASIC). However,
due to factors like aging, degradation or failures, the DC-DC
converters require a system identification process to track and
diagnose their parameters.

Identifying the parameters of the system plays an essential
role to design a proportional-integral-derivative (PID) con-
troller that can compensate for failures in the system. This does
not only represent a big advantage for monitoring purposes, but
also allows the implementation of adaptive controllers [13],
[24]. Therefore, buck converters may become more efficient
and their lifetime may increase dramatically.

In the recent years we have seen a significant progress in
the identification of buck converters [3]. Some previous work
involves the use of the cross-correlation technique which is a
non-parametric system identification method [16] that allows
the digital control of the system [18], [17]. Similarly, a circular
cross-correlation technique has been used to obtain the transfer
function of a power converter [19]. In this paper, a maximum-
length pseudo random binary sequence (m.l.b.s) was used to
excite the system. Their use has become popular because it is
easy to generate the excitation by using shift registers and an
appropriate feedback [14]. Additionally, it has nice properties
in the means of periodicity and frequency attributes [22]. The
uncertainty of the system is computed by using a fuzzy density
approximation. Yet, the signal-to-noise (SNR) ratio plays an
important role in the circular correlation technique [12].

Other approaches have also been used to perform a system
identification of the power converter such as the black-box
technique [6]. In that approach, the authors aimed to obtain
a small-signal linear model in discrete time that describes the
system as a time-invariant structure. Additionally, the impulse
response data has offered an alternative to perform system
identification of discrete systems that does not require the
numerator to be of a lower degree than the denominator [21].

This paper describes the on-line system identification of
the buck converter using a least-square algorithm. It also
provides the results from parameter and estimation errors as a
measure to determine that the system is converging to its true
values. Additionally, it makes a comparison of three different
controllers that achieve the design specification of 60 degrees
of phase margin and 1.19× 106 of cutoff frequency.

II. OPEN-LOOP PLANT

Modeling a plant requires a procedure that can be broken
down as follows:

• First-principles model: First-principles allows us to
obtain a preliminary mathematical description of the
structure of the system. Having this approximation
lets us determine the required excitation to accurately
identify the system.

• System excitation: After obtaining the first-principle
model, the input signal can be designed so that the
interested frequencies are properly identified. Thus,
we may be interested in identifying about one decade
of the expected gain crossover frequency.
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• Parameter estimation: Although there are several
methods available for parametric system identification,
we have used a least-square parameter estimation.

• Uncertainty estimation: The uncertainty estimation
provides a measure of how acceptable the system will
be and how suitable the model is for controller design
purposes. This information is relevant from the point
of view of robust control, so that we can determine if
a model unfalsifies the identified plant [15].

Having said that, we can start describing the buck converter
transfer function in eq. 1:

Tu(s) =
H

Vm(s)
P (s) (1)

where H is known as the feedback factor and equals to
0.333, Vm is the Pulse Width Modulation (PWM) gain and is
equivalent to 3.3V and P (s) is the open loop transfer function
of power stage given by eq. 2.

P (s) = Po

2πf2
o

fesr
s+ (2πfo)

2

s2 + 2πfo
Q s+ (2πfo)2

(2)

where Po stands for the minimum gain that can be used or
the average between minimum and maximum input value, Q
is the quality factor and fo is the resonance frequency which
can be obtained from eq. 3.

fo =
1

2π
√
LC

(3)

The values for inductor (L = 9µH) and capacitor (C =
400nF ) correspond to the TI 62675 power converter.

Once all the parameters have been specified in eq. 1, the
open loop plant is given by eq. 4.

Tu(s) =
9820s+ 1.403× 1011

s2 + 1.419× 105s+ 2.778× 1011
(4)

However, to simplify computations during the system iden-
tification process and controller design, the plant has been
scaled down by a factor of 106. Then, after a new variable
s′ = s/106 is defined, the resulting transfer function for the
buck converter is given by eq. 5:

Tu(s
′) =

0.00982s′ + 0.1403

s′2 + 0.1419s′ + 0.2778
(5)

A Bode plot was generated for the original and scaled plant.
Fig. 1 and Fig. 2 show the frequency response of both systems.
The original plant depicts a resonance peak at a value which is
below of 6.22× 105rad/s. Their response look similar where
the only difference lies on the frequency values. Therefore, the
Bode plot of the scaled plant now is depicted in a scale that
spans in rad/µs.

A Pseudo Random Binary Sequence (PRBS) was generated
and introduced to the simulation model for system identifica-
tion purposes [27]. A Fast Fourier Transform (FFT) plot of
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Fig. 1. Uncompensated Original Plant
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Fig. 2. Uncompensated Scaled Plant

the PRBS signal allowed us to determine if the signal had
enough strength in the frequencies of interest. The bandwidth
of the scaled system is 0.8084 rad/s which corresponds to
an approximately value of 0.12868 Hz. The excitation of the
generated PRBS signal should have sufficient energy around
the desired closed-loop bandwidth. Additionally, the signal
should contain characteristics such as having a good signal
to noise ratio while being roughly linear about the chosen
operating point [25].

A recursive least-square algorithm was used to identify
the system of the scaled plant. The Simulink model shown in
Fig. 3 executes an on-line system identification for the nominal
plant of the buck converter. All the simulation parameters have
been scaled down by a factor of 106 to simplify computations.
The parameters of the system were initialized with the values
shown in table I.
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Fig. 3. Simulink Block of the Online System Identification for the Buck
Converter. It performs a recursive-least square algorithm to obtain the true
parameters of the plant.

The estimation error and parameter error provide a reliable
measure that determines if the system is converging to its true
parameters. The estimation error is calculated in eq. 6.



TABLE I. INITIAL VALUES FOR THE ON-LINE SYSTEM
IDENTIFICATION OF THE BUCK CONVERTER

Designator Parameter Value
θ1 Parameter 1 8.5× 10−3

θ2 Parameter 2 0.4
θ3 Parameter 3 0.5
θ4 Parameter 4 0.5

Estimation error = ŷ − y (6)

where ŷ is the estimated output of the system and y is the true
output. Additionally, the parameter error is computed by eq.
7.

Parameter error = θ∗ − θ̂ (7)

where θ∗ is the true parameter and θ̂ is the estimated parameter.

III. CONTROLLER DESIGN

Regardless of the significant progress in controller design,
proportional-integral-derivative (PID) controllers is until now
the most typical controller structure used in many everyday
applications. An extensive literature is available on their prop-
erties as well as thier tunning process [1], [2], [20], [8]. PID
controllers offer an attractive integral action that eliminates set-
point errors and disturbance offsets. Additionally, their phase
lead is capable of adjusting crossover properties such as phase-
margin. Consequently, the closed-loop damping is also im-
proved. At the same time, their implementation is simple which
allows a straightforward application including discretization
[11], [4], and ad-hoc, but very important, modifications for
anti-windup and parameter scheduling. Additionally, a lot of
studies have been conducted to consider quantization levels for
discrete controllers [7], [9], [10], [5].

The type 3 controller shown in Fig. 4 is a comparator with a
PID structure whose transfer function corresponds to a system
that has two zeros and three poles as given in eq. 8.

C(s) =
V out(s)

V1(s)

= − sR2C1 + 1

sR1(C1 + C2)(1 + sR2
C1C2

C1+C2
)
· sC3(R1 +R3) + 1

sR3C3 + 1

(8)

Fig. 4. Type 3 Controller

The main reason to select this controller was its nice
frequency response since it can boost the phase up to 180
degrees. A PID was designed using three different tech-
niques: PID+filter using gain and phase margin specifications,
PID+filter using the zero-pole cancellation technique and fre-
quency loop shaping (FLS).

IV. RESULTS AND DISCUSSION

Based on the results obtained in the estimation error plot in
Fig. 5, we can point out that the estimated values of the plants
are converging since the error is decreasing. After running the
simulation for about 10000 µs, the estimated error is below
0.1. A similar behavior happens when the parameter error
is analyzed in Fig. 6. Each parameter was initialized at a
value which was different from the true value. But when the
on-line system identification was performed, the parameters
converged in 100 µs, approximately. These two metrics allow
us to determine that the system was converging to the true
parameters.
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Fig. 5. Estimation Error

After performing the on-line system identification for the
buck converter, three different techniques were used to design
a PID controller: PID+filter using gain and phase margin
specifications, pole-zero cancellation, and a PID+filter using
the Frequency Loop Shaping technique. All the controllers met
the design specifications of 60 degrees of phase margin and
1.19× 106 of cutoff frequency. The results are shown in Fig.
7.

The sensitivity and complementary sensitivity responses
describe the frequency response of the compensated loop. A
good sensitivity response seeks to attenuate the gain at lower
frequencies to have a good command following characteristic
and disturbance attenuation at the plant output. The sensitivity
plot shown in Fig. 8 illustrates the responses corresponding
to the different controllers. It depicts a “slump” characteristic
at around 5 × 105rad/sec due to the resonance peak of the
open-loop plant.

Furthermore, an appropriate complementary sensitivity re-
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Fig. 7. Compensated Plant

sponse should depict a small gain at higher frequencies for
noise attenuation. Fig. 9 shows that the complementary sen-
sitivity plot is similar for all the controllers tested in the
compensated loop.
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In general, having good responses for sensitivity and com-
plementary sensitivity allows the system to have desired stabil-
ity robustness properties. However, our analysis in controller
design is not limited to look at frequencies response of the
compensated loop. Characteristics such as the step response
and disturbance rejection allows us to determine how the
system behaves in a closed-loop fashion.

The step response shown in Fig. 10 depicts how fast the
system is stabilizing with each controller design. It is clear to
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notice that by using a PID+filter controller, the system takes
more time to reach stabilization. Additionally, it does not have
any overshoot but it does not reach the unit step input until
around 60 us. We can also observe that the response goes down
which can make the system to oscillate between two different
states prior stabilization. This might not be an ideal scenario
for electronic systems because the DC-DC converter could be
remaining at a low digital value when it is supposed to be
high.

When the pole-zero cancellation controller was used, the
step response was faster compared to the PID+filter technique.
It also stabilizes faster with the implementation of this con-
troller. In addition, it reaches the unit input, but then goes
down below 80 percent which can probably make the system
to oscillate between two different states as it happened with
the use of a PID+filter controller. It certainly provides a better
response compared to the previous controller, but it can still
be improved.

Finally, the frequency loop shaping technique allows the
system to stabilize much faster than the other two controllers.
Although there is an overshoot of about 10 percent, this
characteristic can be improved by the implementation of a pre-
filter in the compensated loop. This controller depicts a better
response since in the buck converter we are always trying to
stabilize the system the fastest possible.

Furthermore, the disturbance rejection was also evaluated
at the plant input. The analysis is done so that we can evaluate
if our system is able to reject any disturbance at the input of the
plant in the smallest time possible. Based on that description,
the FLS controller also provides a better response compared
to the other two type of controllers. First, we observe that the
PID+filter controller rejects the disturbances in at least 60µs.
The pole-zero cancellation controller rejects the disturbances
in about 35µs. However, the FLS controller is capable of
rejecting disturbances in about 20µs. However, we should
also point out that this controller initially oscillates in the
disturbance rejection response.
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Although the FLS controller provides better responses, it
is important to mention that we could not obtain feasible
values for resistors and capacitors consistent with the type
3 controller. Therefore, if we want to continue using that
structure, an optimization problem should be addressed to
properly acquire practical values for theses elements. Another
alternative would be to implement a direct estimation of the
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controller parameters along the lines of [26], but this is left as
a subject for future research.

V. CONCLUSIONS

We have shown a simulation of the on-line system identi-
fication process for the buck converter. We began our analysis
by obtaining the nominal plant transfer function of the buck
converter. This allowed us to determine the PRBS signal
required to properly identify the system.

The system identification process was performed using
a recursive least squares algorithm. The plant was scaled
down by a factor of 106 to simplify computations in the
Simulink model. The estimation error and parameter error were
generated to demonstrate that the system was converging to its
true parameters. The estimation error shows an absolute value
of approximately 1 × 10−5 in less that 10ms. The parameter
error was initialized to have different values which were off
from the true parameters. This allowed us to observe when
the regressor was operating on the system and to determine
if the plant was converging. All the parameters were finally
converging at a value which is less that 100µs.

All the controllers met the parameter specifications re-
quired by the system. However, the frequency loop shaping
controller provides a better frequency response compared to the
other controllers. When the compensated loop was analyzed,
we observed that the response given by all controllers is similar
at the cutoff frequency. However, the FLS controller provides
a higher gain at lower frequencies. Additionally, the step
response and disturbance rejection are also better when a FLS
controller was implemented. The step response shows that the
system stabilizes faster compared to the other controllers. We
could also observe a little overshoot when the FLS controller
was implemented; however; this feature can be improved by
the introduction of a pre-filter in the controlled loop.
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